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with Default Intensities”
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1 Introduction — The Concept of Exposure at Default

Basel Il regulatory capital requires banks, in Huvanced internal
rating based approachRBA), to estimate for each credit exposure three
key parameters: probability of defauRD), loss given defaultLGD),
and exposure at defaulEAD). The regulatory capital formula for retail
products can be expressed@s (UDR(PD)- PD- LGD EAL. Itis clear

from the formula that the capital is as sensitivéhie quality of theLGD
estimates as well as t&AD estimates: 10% relative error iEAD
(orLGD) leads to 10% error in the final regulatory cdpitathe positive
or negative direction. Whil€°D estimation techniques, that are necessary
for correct loan pricing, have been well developedny years before
Basel Il came into effect, banks still strive tove®p sophisticated
techniques to estimate theGD and EAD parameters. There is quite
limited literature on the subject (Araten — Jacd@tX)1; Moral, 2006, and
Jacobs, 2008). The purpose of this study is to ggep new advanced
methodology for EAD estimations incorporating not only various
regression techniques but also the intensity cdulemodeling.

The most generaEAD definitions and requirements are given in
BCBS (2006). The concept is further specified amgplemented in the
European legislation EC (2006). Useful guidelined eterpretations can
be found in CEBS (2006). According to BCBS (2008 Exposure at
Default (EAD) for an on-balance or off-balance sheet exposudeiined
as the expected gross exposure of the facility ujsdault of the obligor.
The EAD estimates are important in particular for off-balansheet
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exposures and for exposures that are composed ohdmalance sheet
exposure (drawn amount) and off-balance sheet expogundrawn
amount) like in the case of revolving credit, cteckrds, and different
lines of credit. EAD estimates may be theoretically challenging even for
products with fixed principal and no undrawn amouhie to the
possibility of unpaid interest and late fees insine@ the exposure or, on
the other hand, repayments reducing the exposutefatilt compared to
the current exposure. However, it follows from EZDE6) and CEBS
(2006) that for those exposures it is sufficientstd EADequal to the
current gross exposure. This study will conseqyefioitus on exposures
generally composed of drawn and undrawn off-balastoset amounts.
The regulation requireEADbeing estimated as the on-balance sheet
exposure plus an amount reflecting the possibaftgdditional drawings.
While BCBS (2006) does not stipulate any particuraethod for
estimation of the expected additional drawings, (Q@06) does require
banks to obtain so called Conversion Factof¥)( estimating the
utilization of the undrawn amount upon default aocdlculate the
Exposure at Default as

EAD = Current Exposuret CFUndrawnLimit , (2)

The conversion factor (on a non-defaulted facilig/yequired to be
always nonnegative. The estimation also stronglyedds on the time
horizon. Since PD and LGD are considered in one-year horizon,
EADshould be also estimated conditional upon defawuthe same one-
year horizon. There are several approaches, asl lgteCEBS (2006),
how to treat the time to default that is unknown fwn-defaulted
facilities, for example, the cohort approach, fixeohe approach, or
variable time approach.

As mentioned in CEBS (2006), some banks have ioandilly
expressed conversion factors out of the total tiedits not only out of
the undrawn limit. We will call this facto€redit Conversion Factor
(CCF). This method withEAD = CCFLimit , also calledthe momentum
approach, in its simplest form does not fulfill th€apital Adequacy
Requirement¢CAD). However, according to CEBS (2006) the approach
may be acceptable, IflCCFjust serves as a mean for the final
CF estimation (for example, given @CF estimation, calculat&AD and
then solve the equation (1) f@F making sure that the conversion factor
is nonnegative). We will also consider a generdlizgproach, where
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EADis estimated as a function of tharrentexposuretotal limit, and
otherriskdrivers,with CF recalculated according to (1).

Section 2 of this study outlines basic definitionsncepts, and data
set requirements. We shall start with a full prolstic definition of
EADthat will be estimated using different methods dejieg also on
guality and size of observed data available inrdierence data set. Pool
level methods will be described in Section 3 whdecount level
estimation methods will be proposed in Section 4.

2 Definitions, Concepts, and Data

2.1 Ex-Post Exposure at Default and Conversion Fauts

The ex-posEAD on a defaulted facility is defined simply as thesy
exposureé Ex(t,) at the time of default, where Ex(a, t) = EX )denotes

the on-balance sheet exposure of facilayat time t. We omit the
argumentawhenever it is clear from the context.

It is not so straightforward to define the ex-pomtversion factor on a
defaulted facility since it requires a retrospeetobservation point called
thereferencelatet, , whereweobserveheundrawnamountL(t,) - Ex(t ),
with L(t)denoting the total credit limit at timé. Since a conversion
factor measures the utilization out of the undraammount we need to
haveL(t,) - Ex(t)>0. Then, it makes sense to define the ex-fitfsts

_ _ EX(t) - EX1)
CF=CFat) ="/ ey (2

Note that an observed (ex-post) conversion factay,nm practice, be
negative if the drawn exposure between the refereiate and the default
date declines, as well as larger than 1 if the sy at default exceeds
the limit effective at the reference date. This nmappen if there is an
increase of limit or a breach of limit, for exampbaused by interest and

! Alternatively, the gross exposure could be spitthe fees and interest and the
principal amount. The principal amount drawing defse purely on the debtor’s
decision while fees and interest are in a sensenatic. Thus, the two components
might be treated in different ways. However, inertb keep the framework simple,
we are going to model only the total gross expoderelopment.
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late fees. We will admit such observed values hatdstimated ex-ante
conversion factor still has to be nonnegative (f&guy requirement) and
will be expected to be usually lower or equal thafestimated CF larger
than 1 exceptionally acceptable). Notice also that expression (2) is
very sensitive to the drawn amount if the undrawmant is small. In
case of simple average CF estimates a materiahtgshold on
L(t,) —EX(t) should be set in order to eliminate unnecessatinets.

The materiality threshold is not needed in casexgosure-weighted or
regression CF estimates described in Section 3.2.

2.2 Ex-Ante Exposure at Default and Conversion Faots

Regarding ex-ant&AD and CF we will start with a full probabilistic
definition and analysis. Letr denotes the time of default of a non-
defaulted facilityaat timet. Since we do not know the time of default,
ris a random variable and <coas we may assume that any debtor
eventually defaults in the infinite time horizorEAD is defined
conditional upon default in the one-year horizoende the theoretical
definition is

EAD= EAD(a )= H EX7)| Kr< #1]. (3)

Note thatE[.] denotes the expected value, not the exposure wiere
rather use the notatioBx(t). To decompose the unknown time of default

and EAD conditional on the time of default we need to idtroe the time
to default density functiog(s). Here, g(s)As is the probability that

default happens during the time intefwak+ As]. Consequently EAD
can be expressed as thé€s) s weighted average tiieexpected exposure
upon default ar =s:

t+1

[ElEXT)|7=9dd } d

EAD= EAD(a,t) = - @)

Plt<r<t+1]

Thus, according to the analysis ex af&D does also depend on the
probability distribution (density function) of theéme to default. In
particular, for short term retail loans, accordiegempirical experience,
the time to default density function is large shoaffter drawing and later
significantly declines (see Fig. 1 for an illusitoaf). This dependence

23



Witzany, J..EExposure at Default Modeling with Default Interesiti

typically exists if we observe exposures homogernougsrms of time in

bank, e.g. new credit cards or mortgages aftexealfnumber of years etc.
If the portfolio is mixed with respect to the time bank then the

dependence usually disappears or becomes insigmific

Fig. 1. Intensity of time to default from the first withdra wal —
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The distribution of the time to default dependsagparticular product,
as well as on the time from the facility originatidNote that the same
approach could be theoretically appliedit&D. However, the empirical
experience is that there is no significant depeodef ex-anteLGD on
the time to default in the one-year horizon, whhere is a significant
dependence of average observel on the time to default, —t, (see

Fig. 2 for an illustration). This is confirmed fexample by the study of
Araten and Jacobs (2001). Consequently we will thgedefinition (4)
which can be also calldeD-weighted approach.
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Fig. 2: Conversion factors and time to default dependence
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In practice, we need to get an estimati&D of EADdefined
according to (3) or (4). The hat notation will mersetimes omitted but we
need to keep in mind that there are three diffeEeRDs or CFs those
calculated ex-post from the historical data, thée theoretical and
unknown ex-ante values (parameters of a probaldlgtribution without
a hat), and their estimations which depend on ttemation method
chosen (with a hat).

For example, the integral (4) can be approximatgdabdiscrete
summation: Let us split the one-year time interwvdb a sequence of
subintervals (t,,t],...,¢,,.t,] whereD=t,<t <-.-<t =1. Next we

estimate EAD: conditional on time of default being in the interval
(t_,t] and the probabilityp, that default happens during this interval for

i=1,..n. Consequently,f):z p estimates the probability of default
i=1
within one yearThen, in line with (4)we gethe approximation

EAD:%Z h-EAD. (5)

25



Witzany, J..EExposure at Default Modeling with Default Interesiti

In order to obtain the condition&AD; estimations we must to split
our observed data according to different distarw/een the reference
date and the default date. The subintervals mag legual length of, for
example, one or three months, or we can use aguiae splitting
depending on the sensitivity &AD on the time to default. This approach
is clearly applicable if there is an approximatioihthe time to default
density function. (The estimate may be obtained e.g. observing a

portfolio of non-defaulted accounts with certainadcteristics at time
T and counting the number of defaults in the inteffatt_, T+1t].)

Alternatively we could estimate the average time default

N RN Y y
r==> -2 f conditional onr <land set

p i=1 l
EAD= EAD,. 6)

wherei,is the first indexi such thatr U[t_,,t]. Such estimation should
be better than, for example, one-year to defauleditime horizon

estimation but its quality strongly depends ondistribution of the time

to default and on the dependenceEADon the time to default. Since
distribution of the time to default varies acrosffedent products and
facilities it is clear that (5) provides much mopeecise estimation
compared to (6).

Similar approach can be applied to conversion faestimation since

Ex(r) - EXY
L(t) - Ex(Y)

EAD- EX}

-exy

CF(at)= E{

<7< t+1}=

asL(t) and Ex(t), the current limit and the current exposure, arewn at

the reference time and can be taken out of the ctapen operator.
Combining (7) and (4) we obtain

TE[CF| r=9d9ds

CF =CF(a,t) =- ®)
’ Plt<r<t+1l]

26



European Financial and Accounting Journal, 2011L,6/mo. 4, pp. 20-48.

Consequently, ifCF,are estimates conditional on time to default
being in the interval(t,_,t ]Jwe may again use the PD-weighted average

CF =% p-CF . 9)

2.3 Reference Data Set (RDS)

Reference data set is a set of historical obsemnwatused for ex-ante
EAD estimations. Our notation follows Moral (2006). Aservation

o=(at,t,,RD) consists of defaulted facility identification, theference

date, the date of default, and a vector of riskets containing at least the
information on exposures and limits at the refeeeaad default dates
(Ex(t),L(t ), EXt,),L(t,)). Other risk drivers might capture the

information onqualitative risk driversasthe facility type, customer type,
rating class at reference date, or average ratmigg@ a period preceding
the reference date, status of the facility (e.gpouof an Early Warning
System), collateralization and third person guaesit covenants (more
appropriate corporate borrowers); aqaantitative risk driverdike time
in bank, time to maturity, expected LGD which colld a parameter
aggregating a number of the other explanatory bhag etc. It is not
necessary to record macroeconomic risk drivershenaccount level as
those depend only on the observation date and edeept in a separate
table.

RDS should be created separately at least forrdifteproducts, e.g.
credit cards, overdrafts, lines of credit, etccéise of lack of data the data
sets could be possibly unified. Such an approaduldhbe however
exceptional due to possible different developmehdm@wings before
default for different products, for example, dueverious controls and
restrictions imposed by the bank. On the other handthe pooling
approach with sufficient historical database prade¢cel RDS should be
split to a number of subsets capturing certain dskers, e.g. facility
status or macroeconomic situation. Similarly, toplgpa time-series
analysis approach the RDS needs to be furtherigmittohorts according
to time of default or the reference date. The sptof RDS is possible
only as long as there are enough observationsermrdbulting pool level
reference data sets. In order to calculate meauireggé-post conversion
factors we should require, depending on the esiomamhethod employed,
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that L(t,)—Ex(t) is larger than certain reasonable threshold. herot

words the observations where the undrawn amourtsb&ow the

threshold should be removed from the RDS. The huldsis to be

applied only in case of default weighted averadeutation (see Section
3.2) and is not necessary for the other estimatmthods, where the
observations are in principle weighted by the umtdramount.

As explained in the definition of ex-posEADand CF a single
observation is not determined only by the facititat defaulted at time
t,but also by the reference datet which we measure the retrospective

drawn and undrawn amount. We do not exclude thsilpitisy of more
than one reference date for a given single defduleility in order to
capture the dependenceEAD and CF on the time to default. The most
common choice (and the most conservative in linéh vihe analysis
above) is the one year horizon corresponding touthexpected credit
losses estimation horizon, however, there are rdiffealternatives (see
also Moral, 2006): Fixed Time Horizon, Cohort Apacb, or Variable
Time Approach.

Fixed Time Horizon Approach setst, =t, =T, whereT is a fixed

time horizon (see Fig. 3). RDS defined in this wayfact leads to an
estimation ofEAD andCF conditional on the time to default being equal
exactly toT . Hence, a number of RDS with different fixed tiln@izons
and based on the same set of defaulted faciliteeg lme constructed in the
PD-weighted approach. Nevertheless, banks often usel year as a
standard choice. As explained above, the weigliteel to default appears
to be better, if just one fixed time horizon ig® used.
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Fig. 3: Fixed Time Horizon approach
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Cohort Method divides the observation period into intervals
(T, T),...(T_,, T ] of a fixed length, typically 1 year (see Fig. 4).
Defaulted facilities are grouped into cohorts adaay to the default date.
The reference date of an observation is defingtiestarting point of the
corresponding time interval. l.e. if O(T,, T,,] then we set, =T, . In this

case, the time to default probability distributignimplicitly captured in
the data. However, the beginnings of intervals rmayse a significant
seasoning bias (for examplesome time before Christmas will probably

show higher drawing on credit cards or overdrdfntduring the other
months). Hence, it is advisable to Seat “normal” periods of the year

with average drawings.
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Fig. 4. Cohort approach
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Variable Time Horizon Approach uses a range of fixed horizons
T.....T,, €.0. one to twelve months, or 3, 6 , 9, and 12thm (see Fig.

5). For each observation we calculate realized emion factors for the
set of reference dates=t, -T.,i=1,...k. The difference compared to

the fixed horizon approach is that we put all thbseyvations
(a,t, —T.,t,...)into one reference data set (RDS). In the fixedzoor

approach we admit different time horizons only iffiedlent reference data
sets used for condition&AD estimation. When all the observations are
put into one RDS there might be a problem with hgemeity, for
example, the facilities that have been already ethrlas risky with
restrictions on further drawing should be treategasately. Moreover,
there is an issue of high correlation of the défgrobservations obtained
from one defaulted account. The RDS on the otherdheaptures
implicitly the possible dependenceBAD andCF on the time to default,
but the distribution of the time of default (apgegrflat in theRDS is
not realistically captured. This dataset is notadle in the context of the
PD-weighted approach by definition.
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Fig. 5: Variable time horizon approach
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The broadest RDS must contain all the observatodriacilities for a
given product type that have defaulted over theenfaion period. The
length of the period must be in line with the regaty requirement at
least 5 years (or 2 years according to EC, 2006jved interpret the
requirement in the sense that RDS is based oncabumts defaulted
during the last 5 years then, in fact, we need dtdeting 6 years ago
since the reference dates are set up to one yéareltbe default dates.
The time period should optimally cover the full aomic cycle according
to EC (2006).

To summarize we recommend the fixed-time horizgoregch for the
PD-weighted approach (different time horizons forfeliént RDS).
Otherwise we prefer the cohort method unless th&idigs show strong
seasonality. In that case we recommend the vartabke horizon
approach.

2.4 Empirical Example

We have randomly generated a number of defaultedusmts and
calculated the corresponding observed conversiciorfa 1 to 12 months
prior to default with dependence approximately esponding to Fig. 2.
Tab. 1 shows the average Conversion Factors depgmai the time to
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default. At the same time we assume that the deatdefault (given for
months 1 to 12 in Tab. 1) has approximately théepatgiven by Fig. 1.

Tab. 1: Conversion factors depending on time to default anthe
intensity of default

Month i CF p CF-p,
1 4,14% 0,10%| 0,23%
2 14,61% 0,15%| 1,21%
3 30,109 0,20%| 3,33%
4 39,79% 0,23%| 5,06%
5 47,71% 0,21%| 5,54%
6 54,41% 0,18%| 5,41%
7 57,40% 0,16%)| 5,07%
8 62,329 0,14%| 4,82%
9 65,32% 0,12%| 4,33%
10 67,21% 0,11%| 4,08%
11 69,02% 0,11%| 4,19%
12 69,90% 0,10%| 3,86%
Total 1,81% 47,13%

Equal weighted CF| 48,49%
PD - weighted CF 47,139

The 12 months fixed horizon approach gives the negt
CF = CF,=69.9% . The variable time approach effectively yielde th

averageél\: =48.49% of the 12 values and a similar result could be
expected in the cohort approach depending on loligioin of default in
the cohort intervals. The PD-weighted approach kg to (9), on the

other hand, givesél\::47.14°/c. In the simplified approach we may
firstly calculate the average time to defamlt=5.54 [1 €months and set

CF = CF, =54.4%according to (6).

The message of this exercise is that the CF estistatngly depends
on the method chosen. The 12 months fixed timezbarbeing clearly
the most conservative while the PD-weighted andabée time estimates
come out much lower and relatively close. The twtugs may, however,
differ more significantly depending on the condiigb CF and density of
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default functions. The PD-weighed CF outlined ict®a 2.2 presents, in
our view, the best estimates from the theoreticaitpof view.

3 Pool Level Estimations

3.1 Definition of Pools and the Concept of Pool leV Estimations

In the pool level approaditefaulted and non-defaulted receivables are
classified into a number of disjoint pools, that dromogenous with
respect to selected risk drivers, and which contirthe same time
sufficient amount of historical observations. Sfieally, we determine

certaindefiningpropertiesy, | =1,...mandsetRDY) ={o [l RDS| ¢, (0)}

where RDSis the broadest reference data set. By the poolve
understand not onlgDY ) but also the set of all non-defaulted facilities

satisfying ¢. Consequently the defining properties may use dhb

information known at the reference date, in palicwnot the time to
default t, —t, which is known for defaulted but not for non-detedl

facilities (unless our estimation is conditionabophe time to default in
the PD-weighted approach). EaBDS ) is used to obtain an estimation
of the conversion factoél\:(l). Then, for a non-defaulted facilitgwe
find the unique class (pool), so thatasatisfies ¢, and (in the basic
approach) set

EAD(a )= EXa)+(l{a)- Exa)) CR). (10)

Although 6I\:(l)is a pool level estimate (same for all non-defalilte

facilities belonging to the pool) the estimationE/ATD(a,t) is, in fact,
account specific as it uses the actual accountsexpaoand limit. It could
be also noted, that pool leveCF estimations (not allowed by EC (2006)
in the simplest form) approach indeed generallyg leadifferent account
level EAD estimations, sinch/A\D(a,t) = CCF L(a,t) does not depend
on the actual exposuBx(a, t).

The pool level estimations could be further imprwesing the PD-

weighted approach applying account level distrimutiof the time to
default: RDS ) needs to be split into a number of smaller FRBS( )
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according to the time to default. For each of téfenence data sets we
obtain an estimatioﬁ/ll\:i(l) of the conversion factor and calculaﬂ’/@(a)
according to (9). The probabilities of defagt= p (a) should depend on

the obligor and facility rating, and on the time lbooks. This approach
combining efficiently account specific informatioand pool level
estimations shows, that there is no sharp boraefietween so called
pool-levelandaccount-levekstimations.

The definition of pools is based either on expeitega, e.g. just
according to facility (behavior) rating, or on aivanced technique using
regression trees or EAD rating, e.g. based on digestic regression of
low and high drawings at default. EAD rating coblkel also a secondary
product of account-level EAD estimates. The ddbnitof pools must
take into account the requirement that the poadlleata setRDS ) need

to remain sufficiently large in terms of the numloérobservations. The
same requirement applies, when we sgRDY )into the data sets

RDS( ) according to the time to default (though here wey mpeoduce

more observations for each defaulted facility wdifferent retrospective
time horizons) as described above, or to cohost B&S ( ) according to

the time period in which the observation appeaféa cohort estimation
analysis will be described in Section 3.3 on maghconservatism and
time series analyses. It is clear that a very mitial data set would be
needed, if we wanted to combine the cohort timeeseanalysis with the
PD-weighted approach, effectively splitting thetiadi data sets in three
dimensions int&®DS ().

3.2 Pool Level Estimations of CF and EAD

Although EC (2006) requires banks to obtain prityagistimates of
CF, it should be underscored that the final aim igeébestimations of the
parameteEAD that enters the regulatory capital formula. Herpelity
of different estimation methods should be judgedgis goodness of fit
measure of the distance between the obseBAds (not CFs) and the
corresponding ex-ante estimations. The standardsunealefined as the
sum of squared errors naturally leads to an esomaif CF being equal
to a coefficient in a regression equation E&D. This formula forCF can
be interpreted as the mean value weighted by squardrawn amounts.
We list below some other formulas used by the bamnkindustry.
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Furthermore we propose a generaliZ68D regression approach, where
the coefficients are constant on a pool level,@a$ must be recalculated
on the account level in line with our introductegynarks in Section 1.

In this subsection we consider a reference dataRf2H ), which
could be either the broadest product level datamethe one resulting
from subdivision according to certain pooling aige ¢, =1,...m,

and/or from the cohort approach, and/or from theetio-default
conditional subdivision approach (we omit the pblessub-indicesand

i).
Given a reference data set with calculated ex-postersion factors

CF(0),00RDSthe simplest approach is to calculatke sample
(default-weighted) mean:
1

CE()z—— CF(0).
0= Rosth], &, SFO a1

The same weight is assigned to each observatiaegdisding the
magnitude of undrawn amount or time of the obsewaln particular,
the observations with very low undrawn amounts middiing a
significant random error into the estimation. Thi®blem is in general
solved by theveighted meanapproach:

> w,-CF(0)
2w
where w are appropriate positive weights (omitting the scopf

summation oOJRDY ) for simplicity). The natural candidates for the
weights are the undrawn limit amoums = L(0) - EX 9. Then we get

CF(l)= (12)

CE() = Y (EAD(0 - EX9) _ (13)

2. (L(0)-EX9)

The weights could also reflect the time of obseoret assigning
lower rates to older observations and higher redegcent observations.
Note that the standard approach according to BBS8A) is the default
weighted one with no time dependence, howe\gerctedit institution
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need not give equal importance to historic daté ¢an demonstrate to its
competent authority that more recent data is advapredictor of draw
downs” according td&EC (2006).

As outlined in the introduction, we prefer startimgh the standard
goodness of fit measure

GF= > (EAD(0) - EAD(0)) . (14)

oORDY(1)

In other words we are looking for estimation meth@idoducing ex-
anteEAD estimates that minimize the sum of absolute squdiféerences
between the realize8ADs and the ex-ante predictions. If we restrict
ourselves to estimations of the form

EAD(0) = EX 9+ CR &( I{ 9- Ek Y
then we need to minimize

2

GF =Y (EAD(9- EX 9+ CR p( I 9~ Ek}) (15)

which is equivalent to theegression of the absolute increase without
constant

EAD(O)- EXQ=a+8(1{0- Ex Y+ewith =0 and

L =CF. (16)
Consequently
GE () = 2(EAD(O ~ EX 9)-(L(0)~ EX(0) an

2. (L(0) - EX0))?

Note that this formula corresponds to weighted maaproach (12)
with w, = (L(0) - EX 9)*>. We recommend using the formula (17) as the
most consistent pool leve€lF estimation approach.
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Alternatively we may apply regression of thelative increase of

exposure ead( 9 — ex 9in terms of 1-e(o), where ead( 9 :_Eﬁ([())()o)
_Ex(9 . _
and ex 0 = L0 Hence, we scale the observations by the totalitcre
0

limit andsolvetheregression equatiosad( 9 —ex( 9 =a + B(1— e( 9)+e
with the conditiona =0 and S =CF. Note that the goodness of fit in
this case

L

L(O)j ( EAR 9- EALY 9)

GF =) (ead 9 -ead(9)’ =2(

differs from (14) and so the result of the regrasss

~ > (ead(9- ex P(1- ek}
CF(l) = S G0y . (18)

The approach may be appropriate for reference skt where we
assign the same importance to observations wittively low total limit
as to observations with relatively high limit.

Since our goodness of fit measure (14) is focuseHAD rather than
CF estimations the following generalized approach banconsidered:

express ex-anteE/AT)(o) = B-Ex0)+ B,"L(9as a linear combination of

the current exposure and the total limit and fimel pool-level coefficients
B, andg, minimizing the goodness of fit measure (14). Ineotivords we

regress
EAD= B, + B,-Ex+ B,-L+¢ with the condition3, =0. (19)

It is clear that we generally get a better resulierms of goodness of
fit since we have one additional explanatory vdeatompared to the
regression approach based only on the undrawn ambiate that this
would be equivalent to the one parameter regreqdi6pif we assumed
that S + 3, =1. In order to satisfy the regulatory requirement mvay

recalculate account-specific conversion factors
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CF(o) :max(o’gl'EX(o)-F'leL(o)_ EX(O)j. (20)

’ L(0) - EX0)

We must use the maximum operator, since the coiwvers
factor must be nonnegative due to the regulatonditions. This may
introduce a conservative bias into the final estana

E/A\D(o) =EXOQ+ /C\F( 0-( EX »— L P, but the recalculated goodness of

fit measure (14) might still provide a better reéstlan the pureCF
approach according to (17).

3.3 Margin of Conservatism

The estimation techniques described so far provrdéine with the
definition (3), the expected value &AD or CF. The regulation (e.qg.
BCBS, 2006, Art. 475) in addition requires a marginconservatism
appropriate to the likely range of errors in théineate, positive PD X
EAD correlation, or downturn economic conditions.

The margin of conservatism may be based either dima series
analysis of cohort level CF estimates, or on anlyamsa of the CF
distribution, in case there are not enough dateolitain cohort CF
estimates.

Assume first that Cks obtained from (17) as a regression coefficient
of (16), i.e. as the squared undrawn amount avecdgthe ex post
conversion factors. First of all a margin of cons¢éism set equal to the
standard error of the regression coefficient (emitultiple) related to the
estimation error should be added.

se(CF) =

— 1/2
2(EAD(O-EX Q- CR (K9~ EKIF | )
(IRDS()[-1)D_ (L(0)- Exo)f
Note that the estimation error may be significahiew the reference
data set is small, while it diminishes when the R®rge. Secondly, we
want to add a margin of conservatism related tosystematic risk when
CFs could be on a portfolio level larger than tiegl term average value.
Let us calculate the average deviation of the ofesevalues from the
average with the squared undrawn amounts weights:
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> (L(0) - Ex())’ (CF(9 - CF(0)
o= | : (22)
> (L(©)- EX0)

For other averaging techniques described in theique sections the
corresponding weights need to be applied. The geedeviation might
be used to obtain quantiles of the parame®¥f accepting the
(simplifying) assumption that it is normally disgtuted. For example,
95% percentile could be estimated GB +d-N7(0.95) where N'is the
inverse standardized cumulative normal distributidowever this is an
account level stressed value, while the logic ef tbgulatory formula is
to stress portfolio level average values. In oterds CF +4-N(0.95)

is an estimate that (or worse) can be observed single defaulted
account with 95% probability. But we rather nee®%26-probability
stressed value that could be observed on averaayeadarge portfolio of
defaulted accounts. The transformation from theoaet level standard
deviation to large portfolio level (asymptotic) stiard deviation based on
a uniform correlation pcan be easily done using the normality

assumption: ifX;,i =1,...,N are normal random variables with mean
standard deviatioror, and with uniform mutual correlatiop then it is

easy to show that the standard deviation of thea@ee%Z X. tends to

a\/ZWhen N is large. Hence if we estimate that the CF accoew!
standard deviation isgthen a large portfolio average CF standard
deviation is @/Eprovided the mutual correlation is a positive
constanp .

Finally our conservative estimation including tretimation error can
be expressed as

CF. = max(CF,0)+ (s¢ CP +&-/p)- N* (0.95). (23)

where we suggest to use regulatory correlation emlwsed for
unexpected PD modeling, e.g2=0.04for revolving exposures, if an

EAD specific estimate is not available. We usestamdard 95% quantile
corresponding to the worst year in every twentyrye# the observed
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time period covers good and bad years, years wggh &nd lowPD, then

the estimation (23) captures not only the estinmateyror, but also
possible systematic variation due to economic dawntor high PD

periods. If the observed period does not cover syears, then an
additional conservative adjustment based on exXpdgment or external
data should be added.

If there are sufficient data to produce cohort les@nversion factor
CF.estimates we may apply a time series analysis.appeoach could

test the sensitivity oCF. with respect to macroeconomic variables or PD
and separate the systematic factors influence fitenestimation error.
However, unless explicitly required by regulatoe wropose to use the
relatively simple and efficient formula (23).

Alternatively, the regression (16) might be run hwia different
minimization function (Moral, 2006) that assignslaager weight to
positive estimation errors (underestimation of theal EAD by

EADwhich is not desirable from the regulatory perspegt e.g.

3" (amax(EAD(0)- EAD(0),0)+ bmax(EAD(0) - EAD(0),0)) (24)

whereEAD(9) = EX 9+ CF( I{ 9— EX ) anda > bforexamplea =0.95
and b=0.05. The regression then yields the distributids¥ (a+ b)) —
quantile rather than the expected value estimate.

Example: We have randomly generated 620 defaults (of e.gditcr
cards). The credit limits have been between 10&0@D50 000 (e.g. CZK)
and the drawn amount between 10% and 50% of that. liifthe

distribution of the ex post conversion factors infieed horizon (12
months) is shown on Fig. 6. We have used the dataosestimate and
compare the ex ante conversion factor for the pobdpplying the
methods described above.
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Fig. 6: Histogram of the ex post conversion factors
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First we apply the simple average (11) and 6\6;:67.290/(. Then
we try the undrawn amount weighted mean (13) taiald slightly lower
value 6?2 =64.42%. Next, we employ the regression based technique

(17) to getC/:I?3 =62.27%. Note that this formula is equivalent to the

squared undrawn amount weighted approach. Henedower estimates
indicate that the realized conversion factors aveet for higher undrawn
exposures. Finally, when we apply the percentagesase of exposure

regression based formula (18), we obtarr/ﬁ:67.41%. The higher

value may be explained by the fact that in thisrapph there is no
difference between accounts with high and low kmit

Let us check that the sum of squared errors gosdokefit measure
(14) comes out the best for the third (regressesed) estimation. Instead

of GF we may equivalently calculate the classiB®ilexpressed as

3 (EAD(0 - EAD( 9)?

Rz =1- oJRDS( )
> (EAD(0) - EAD)?

oORDY )
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The R*for CF1, CF2, CFs, CF4 cameoutas 77.33%, 79.07%. 79.46¢

77.22%respectively. Not surprisinglyR* comes out maximal fo€Fsas
this estimate maximizes the measure by definition.

Finally, let us calculate, based @\Fg, the standard error according
to (21), the average deviation according to (28) #ne conservative CF

estimation (23). We have obtainesle(/C\F) =0.62%, 0 =16.4%, and so

CF. =62.27%F (0.62% 18% -0.2)850168.7%, where the total
margin of conservatism i6.43%.

4 Advanced Methods — Conditional and Account Level
Estimations

As pointed out in the previous section “the poaleletechniques”
described can be from certain perspective congiderde account-level:
the parameteCF or S and S, from (19) are estimated on a pool but the

final EADestimate is calculated using account specific mfdion on
the exposure and undrawn amount. If the PD-weigtdpdroach is
moreover applied, then we are also using accouwstifsp information to
determine the probability distribution of the tinteedefault. This section
aims to describe regression techniques, where wmae already the
coefficientsCF or S and g, as functions of account specific explanatory

variables with values known for non-defaulted fitieis. We may also add
the time to default as an additional explanatonyalde (which is known
ex-post but not ex-ante) and apply the PD-weighigaroach.

4.1 Regression with CF in the form of the Logit Fuation

In this approach, we use again the regression equéit6), but with
CF expressed in terms of the other explanatory vasgbl
(macroeconomic, facility, or obligor level risk ders). Since all the
relevant risk drivers become explanatory variables, keep the broad
product level reference dataset which is not dplismaller pool level
datasets. Qualitative variables are categorizeepresented by dummy
variables using standard techniques (the regressiald be equivalently
performed in separate pools determined by the wtiake variables, but
one regression is certainly more convenient). TAeupeter CF can be
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modeled in different parametric forms. The simplasar form would be
CF =b'f wheref is a vector of relevant risk drivers atds a vector of
linear regression coefficients. Alternatively, waynuse a link function

e.g. the exponenti@F = € where the outcome is always positive, but

may be also larger than 1. If the historical dataficm that CF [0,1]
then the logit function would be more appropriate:
b'f

e
= "y =—— . 25
CF=A(b'f) o (25)

The coefficients are obtained numerically minimgieither the sum
of squared errors (15) or using the maximum likadith approach (see
Section 4.2).

If ais a non defaulted account with actual risk drivigia) then
EAD(a) = EX3+ CR a( Il 3— Ek

where 6|\:(a) :/\(B’f(a)) is our ex-ante account level estimate of
expected exposure and conversion factor at defHuthe risk drivers
include time to default then we must use the PDgiveid average (9) to
calculate(/jl\:(a) where (/ZI\:i(a) are the logistic-link regression estimated
conversion factors with actual risk drivers atonditioned on different
times to default andp, = fj (a) account specific estimates of probabilities

of default for different time bands. In both casescording to the
regulatory requirement, we need to add a margicookervatism. If the
regression analysis confirms a significant depeoeem macroeconomic
variables (or experienceBDs) then those variables should be firstly
stressed obtaining (a) representing downturn economic condition, and

then setting (fli(a)z/\(ﬁ'fs(a)). Alternatively, as in the pool level
approach, we calculate the standard elsre(él\:) according to (21) and

o according to (22) but wittlCF = CF(0) depending on the risk drivers.
In the case of PD-weighted approach we take theveighted average of
the corresponding errors. The final conservatiienede then should be
calculated according to the equation (23), i.e.

CF. = max(CF,0)+ (s¢ CP +&+/p)- N*(0.95)
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4.2 Beta regression

The proposed regression (25) will be statisticatipre consistent
when we use an appropriate likelihood function. ugtassume that the

relative account Ieveéadz# has a beta distribution with minimum

0 and maximum 1. See e.g. Smithson — Verku{@005)for a detailed
description of the beta distribution and the regi@s technique. Since
ead is our targeted estimate, we recommend to usdothédikelihood
function expressed as follows

I(b,@) =2 InBeta ead § ( P+AD'T( H( €1-10)).9).

The beta distribution density functiomBeta yu,¢) is here
parameterized by the meamand the precision parameter. While the

mean is expressed as the logit transformation lofear combination of
the risk factors we proposgto be regressed as a constant.

4.3 EAD regression

The regression above was based on the functionam fo
ead= et S(1- @ with S=CF =A(b'f) or in a simpler parametric form.
As noted in Section 2 we do not need to stick te tbrm in the account
level approach as any account leE&D estimate can be mapped t€&
estimate and vice versa. For example the momenfD@F) approach
where we assume that EAD depends only on the \iraitld be given by
the simple equatiorrad=a where a =/A(a'f)could be again regressed
as the logit transformation of a linear combinatafrthe risk drivers. In
general, we could argue, as in the previous sectlmat EAD depends
partially on the total limit and partially on thendrawn amount and
regressead = a + S(1-€) wherea =A(a'f)and S =A\(b'f) . Toobtainthe
conversion factor estimate for a non-defaulted anta in line with the
regulatory requirements, we firstly gE/tAT)(a) =al(a+pB(La- K 9

and recalculateél\:(a) analogously to (20). The margin of conservatism

can be obtained as above, stressing the macroeoontak drivers in
f (a) and adding the margin of conservatism factor acogrtb (23).
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4.4 EAD (CF) rating — regression trees

Account levelEAD, similarly toLGD, can be estimated in a one-step
or two-step procedure. One-step estimation meansctdiregression
estimation as described above. In a two-step proeede firstly assign
to a given account a rating class via an accowdtlestimate, and then
obtain anEAD estimation (using the pool-level techniques) gibgnthe
rating. Hence the EAD rating approach is a commnadf account-level
and pool-level techniques.

The one-step account level estimationG@F may be used for the
rating determination (e.g. according to CF intesv@10%, ..., 90-100%).
Conversion factors would be then re-estimated om ithting pools.
Another approach would be to use the regressientéehnique approach.
If the realized conversion factors are distributad low and high values
logistic regression could alternatively be tested.

Conclusions

We have proposed a number of techniques to estithateEAD parameter
as required by the Basel Il regulation. Applicakilof the techniques
depends on availability of data and in particular availability of the
intensity of default estimates. If those are nohamd then we propose to
use the variable time RDS approach which implicidgptures the
dependence of EAD on the time to default. The tesafl pool level and
account level regression should be compared ingesmstability and
estimation errors. If the intensity of default esdies is available then we
recommend to use multiple RDS with different fixeche horizons to
produce either pool level or regression EAD estasatonditional on the
time to default. Finally a margin of conservatisapturing the estimation
error and systematic factors related to potenti@vrdurn economic
conditions must be added.

Our numerical examples have shown that the resmiéy depend
significantly on the method chosen. We have mad&uanber of
recommendations based rather on a qualitative sisalyHowever,
additional empirical research comparing the diffiérapproaches and
based on real banking data need to be done.
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Exposure at Default Modeling with Default
Intensities

Jiri WITZANY

ABSTRACT

The paper provides an overview of the Exposure afailit (EAD)
definition, requirements, and estimation methodsetsby the Basel Il
regulation. A new methodology connected to thensity of default
modeling is proposed. The numerical examples shbat tarious
estimation techniques may lead to quite differe@sutts with intensity of
default based model being recommended as the mitisful with respect
to a precise probabilistic definition of the EADrameter.

Key words: Credit risk; Exposure at default; Default intensity
Regulatory capital.
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